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Abstract—Demand response is a key component of existing and future grid systems facing increased variability and peak demands. Scaling demand response requires efficiently predicting individual responses for large numbers of consumers while selecting the right ones to signal. This paper proposes a new online learning problem that captures consumer diversity, messaging fatigue and response prediction. We use the framework of multi-armed bandits model to address this problem. This yields simple and easy to implement index based learning algorithms with provable performance guarantees.

I. INTRODUCTION

Demand response is an important method for increasing the efficiency and reliability of power systems operations [1]. One main challenge for the effective implementation of a demand response program is the prediction and learning of consumers’ behavior towards demand response signals. Response can depend on many consumer specific parameters like availability, temperature sensitivity, fatigue due to repeated scheduling and other stochastic factors like weather. Consumer specific parameters are typically private information. However, learning such parameters is essential for efficient scheduling of consumers in order to achieve a reliable load reduction via demand response programs.

In this paper, we address the problem of scheduling consumers for demand response under incomplete information about the expected load reductions from these consumers. We address this problem from the perspective of a demand response aggregator who manages a large number of consumers for demand response. The aggregator coordinates the demand response operations by sending a load curtailment signal to a set of selected consumers. Any consumer that fails to respond represents an additional cost for the aggregator. So, correctly predicting the load reduction for each consumer is very important to the aggregator.

When a consumer accepts the load curtailment signal from the aggregator, the resulting load reduction can be modeled as a random variable, a mean load reduction perturbed by a random noise. The mean load reductions of the consumer is unknown to the aggregator and has to be learned from the observed reductions. However, repeated scheduling can affect the response rate of the consumer. We model this fatigue effect as a multiplicative discount factor which depends on the number of times that arm has been selected. The learning algorithms for proportional sharing of consumers’ behavior towards demand response signals.

We address this learning and scheduling problem using the framework of non-Bayesian multi-armed bandits [2] [3]. Each consumer is treated as an arm in the sense of the classical multi-armed bandit problem. However, the (expected) reward from each arm depends on the number times that arm has been selected. In the classical multi-armed bandits problem, the reward from each arm is modeled as an i.i.d. sequence. Hence the optimal policy with complete information is to select the arm with the highest mean reward. The learning algorithms [2] [3] are in a way trying to approximate this optimal policy by selecting the arm with highest mean reward as much as possible. However in our case, due to the fatigue effect factor, selecting the arm with the highest mean reward all the time is no longer the optimal policy even with complete information.

Related work: In [2] Lai and Robbins introduced the classical non-Bayesian multi-armed bandit model where the reward from each arm is modeled as random variable with an unknown mean. They proposed an online learning algorithm and characterized the performance in terms of regret or the cost of learning. They also established a bound on the achievable performance and showed that their algorithm achieves that bound. Auer, et al. [3] proposed the celebrated UCB algorithm under the assumption that rewards are bounded. This algorithm has a simpler sample mean based index form and is easy to implement. Selecting multiple arms at the same time was addressed by Anantharam, et al. [4]. The problem of uniform estimation of the the mean values is addressed in the context of active learning by [5] and [6].

Anantharam, et al. [7] proposed a policy to the case where the arms are modeled as Markovian, not i.i.d. However, the state of the arm evolves only when the arm is selected. It remains frozen otherwise. These class of problems are called rested Markovian bandits problems. Tekin and Liu [8] showed that UCB policy can be extended to rested bandit problems. The class of problems when the state of arm continues to evolve even if it is not selected are called restless bandit problems. These problems are known to be PSPACE-hard [9]. Even in the case of complete information, i.e., when the transition kernel corresponding to each arm is known, an index based optimal policy may not exists [10]. In problems with some special structures, an index based optimal policy can be established [11]. Restless bandits problem which admits an index based optimal policy are called indexable.

Using bandit algorithms for learning consumers’ behavior for demand response is relatively new. Taylor and Mathieu used a restless bandit framework [12] to model the load reduction from consumers. They showed that the problem is
indexable and computed the optimal scheduling policy. Jia et al. [13] used the linear bandits model to learn the consumers’ unknown demand model as a response to dynamic pricing. They proposed a learning algorithm called piecewise linear stochastic approximation and characterized its performance. Our approach is different from these works.

II. PRELIMINARIES AND PROBLEM FORMULATION

We consider the problem of sequential learning and scheduling of consumers for demand response (DR), from the perspective of a DR aggregator. We assume that the set of consumers is fixed during the scheduling time and is denoted by $\mathcal{N} = \{1, \ldots, i, \ldots, N\}$. If consumer $i$ accepts the load curtailment signal from the aggregator, the load reduction from that consumer is modeled as

$$d_{i,t} = (\mu_i + w_{i,t}) \tag{1}$$

Here $\mu_i$ is the mean load reduction from consumer $i$ if she accepts the DR signal. $w_{i,t}$ is a random noise to model the uncertainty in the load reduction. We assume that $\mu_i > 0$ and bounded, $w_{i,t}$ is zero mean and independent for all $i$ and $t$. We also assume that $d_{i,t} \geq 0$ and is bounded for all $i$ and $t$.

However, repeated scheduling can affect the load reduction from the consumers due to fatigue effects. And this will affect the net benefit of the aggregator. We model the effect of repeated scheduling by adding a user dependent discount factor to the reduction $d_{i,t}$. More precisely, we model the net benefit to the DR aggregator for selecting consumer $i$ at time $t$ as

$$r_{i,t} = f_i(n_{i,t})(\mu_i + w_{i,t}) \tag{2}$$

where $n_{i,t}$ is the number of times that the consumer $i$ has been selected till time $t$ and $f_i(\cdot)$ is a decreasing function. We assume that the DR aggregator knows $f_i(\cdot)$ for all $i \in \mathcal{N}$.

The discount factor $f_i(n_{i,t})$ can be thought as the actual decrease in the load reduction from the consumers due to the fatigue effect. For example, the probability that the consumer accepts a DR signal may decrease as she gets scheduled more and more. So, from the perspective of the aggregator, the expected value of savings (conditioned on the noise) will decrease w.r.t. $n_{i,t}$.

At each time $t$, the DR aggregator can select $K$ consumers out of the total $N$ consumers. This is specified by a control vector $a_{t} = (a_{t,i}, 1 \leq i \leq N)$, $a_{t,i} = 1$ if a consumer $i$ selected at time $t$ and zero otherwise. The DR aggregator has no information about the mean load reduction $\mu_i, i \in \mathcal{N}$. So, it has to learn $\mu_i$s from the observed reductions. The reduction $d_{i,t}$ from a consumer $i$ is observed only if that consumer is selected at time $t$, i.e., $a_{i,t} = 1$.

The objective of the aggregator is to solve the following sequential optimization problem

$$\max_{a_{t,i}, 1 \leq i \leq T} \mathbb{E}\left[\sum_{i=1}^{N} \sum_{t=1}^{T} f_i(n_{i,t})d_{i,t}a_{i,t}\right] \tag{3}$$

s.t. \hspace{1cm} \sum_{\tau=1}^{T} a_{i,\tau} = n_{i,t}, \forall i, \forall t \tag{4}

$$\sum_{i=1}^{N} a_{i,t} = K, \forall i, \forall t \tag{5}$$

In the following, we assume that the form of the discounting function is same for all users, i.e., $f_i(\cdot) = f(\cdot)$ for all $i$. This assumption is mainly for the notational convenience and clarity of presentation.

III. SCHEDULING WITH COMPLETE INFORMATION

The problem specified in (3)-(5) is a sequential stochastic optimization and typically difficult to solve. In order to get an intuition about the optimal scheduling policies for the above problem, we first solve a deterministic version of this problem.

In this section, we assume that DR aggregator has complete information and no uncertainty in the system. More precisely, we assume that the aggregator knows $\mu_i, \forall i$. Also, $w_{i,t} = 0, \forall i, \forall t$. We first solve the case with $K = 1$, i.e., selecting only one consumer at a time. The case where $K > 1$ is described in section III-C.

From the perspective of the aggregator, the (discounted) load reduction is equivalent to a reward it is getting. So, in the following, we will use the terms reward and reduction interchangeably. This is mainly to use the same terminologies that are standard in the learning and scheduling literature.

Let

$$t_i = \sum_{t=1}^{T} a_{i,t} \tag{6}$$

So, $t_i$ is the number of times consumer $i$ is selected till time $T$. When there is no uncertainty, $d_{i,t} = \mu_i$ for all $i,t$. So, in the deterministic setting with complete information and with $K = 1$, we can rewrite the optimization problem (3)-(5) as,

$$\max_{t_i, 1 \leq i \leq N} \sum_{i=1}^{N} \sum_{\tau=1}^{T} f(\tau)\mu_i \tag{7}$$

s.t. \hspace{1cm} \sum_{i=1}^{N} t_i = T \tag{8}$$

This an integer optimization problem and it is difficult to characterize its solution analytically. So, we consider a relaxed version of the above problem. We write

$$\max_{t_i, 1 \leq i \leq N} \sum_{i=1}^{N} \int_{\tau=1}^{T} f(\tau)\mu_i \tag{9}$$

s.t. \hspace{1cm} \sum_{i=1}^{N} t_i = T \tag{10}$$

The optimal solution is denoted as $t^*_i, 1 \leq i \leq N$. 
We will consider the solution of the above relaxed problem as the benchmark for quantifying the performance of our learning algorithm in Section IV.

We consider two different discount functions. First we consider a slowly decreasing function, \( f(\tau) = 1/\tau \). Then we consider an exponentially decreasing function, \( f(\tau) = \beta^{\tau} \) for some \( 0 < \beta < 1 \).

### A. Inverse Linear Discount: \( f(\tau) = 1/\tau \)

We show that when the discount factor is inversely proportional to the number of times the consumer has been selected, then the optimal scheduling policy is proportional sharing. Each consumer \( i \) is selected in proportion to its mean reduction \( \mu_i \). We make this precise in the following proposition.

**Proposition 1.** The optimal solution of the problem (9)-(10) with discount function \( f(\tau) = 1/\tau \) is

\[
t_i^* = \frac{\mu_i T}{\mu_{\text{sum}}}
\]

where \( \mu_{\text{sum}} = \sum_{j=1}^{N} \mu_j \).

**Proof.** Lagrangian of (9)-(10) is

\[
L(\lambda, t_i, 1 \leq i \leq N) = \sum_{i=1}^{N} \mu_i \log t_i + \lambda \left( \sum_{i=1}^{N} t_i - T \right)
\]

Using KKT conditions, we get \((\mu_i/t_i^*) + \lambda^* = 0, \forall i\). Taking summation w.r.t. \( i \), \( \lambda^* = -(\mu_{\text{sum}}/T) \). Substituting back, we get \( t_i^* = (\mu_i T/\mu_{\text{sum}}) \). \( \square \)

Even though the optimal selection of each consumer, \( t_i^* \), is given by the above optimization, it is not immediately clear which is a good algorithm that achieves proportional sharing for any given time \( t \). Below, we give a simple online algorithm (Algorithm 1) which achieves proportional sharing allocation for any given \( t \), up to rounding-off errors. We also show that this is the optimal online algorithm for solving the optimization problem (7)-(8) for any arbitrary \( f(\cdot) \).

**Algorithm 1 Greedy Algorithm for Proportional Selection (Deterministic)**

**Input:** Mean rewards \( \mu_i \), \( 1 \leq i \leq N \).

1. Assign \( t \leftarrow 0, n_i,t \leftarrow 1, \forall i \).
2. Assign index \( g_i,t = f(n_i,t) \mu_i, \forall i \).
3. Select consumer \( i^* = \arg \min_{1 \leq i \leq N} g_i \).
4. Get reward \( r_{i^*,t} = f(n_{i^*,t}) \mu_{i^*} \).
5. Update \( t \leftarrow t + 1, n_{i^*,t} \leftarrow n_{i^*,t} + 1 \). Update \( g_{i^*,t} \).
6. IF \( t < T \), go to step 2. ELSE, end.

We first give an illustration of the algorithm in Table I with \( f(\tau) = 1/\tau \). Suppose \( N = 3 \) with \( \mu_1 = 8, \mu_2 = 4, \mu_3 = 1 \). The first column is the time index, \( g_i \) is the index of consumer \( i \) and the last column indicates the selected consumer in each round. Ties are broken towards the most selected consumer. This is a greedy algorithm because in each round, the algorithm selects the consumer with the highest index.

<table>
<thead>
<tr>
<th>Time</th>
<th>( g_1 )</th>
<th>( g_2 )</th>
<th>( g_3 )</th>
<th>Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>t=1</td>
<td>8</td>
<td>4</td>
<td>2</td>
<td>C-1</td>
</tr>
<tr>
<td>t=2</td>
<td>8/2</td>
<td>4</td>
<td>2</td>
<td>C-1</td>
</tr>
<tr>
<td>t=3</td>
<td>8/3</td>
<td>4</td>
<td>2</td>
<td>C-2</td>
</tr>
<tr>
<td>t=4</td>
<td>8/3</td>
<td>4/2</td>
<td>2</td>
<td>C-1</td>
</tr>
<tr>
<td>t=5</td>
<td>8/4</td>
<td>4/2</td>
<td>2</td>
<td>C-1</td>
</tr>
<tr>
<td>t=6</td>
<td>8/5</td>
<td>4/2</td>
<td>2</td>
<td>C-2</td>
</tr>
<tr>
<td>t=7</td>
<td>8/5</td>
<td>4/2</td>
<td>2</td>
<td>C-3</td>
</tr>
</tbody>
</table>

**Proposition 2.** (i) Algorithm 1 with \( f(\tau) = 1/\tau \) achieves a proportional sharing allocation.

(ii) Algorithm 1 is the optimal online algorithm for the optimization problem (7)-(8).

**Proof.** (sketch) (i) Without loss of generality, assume that \( \mu_1 > \ldots > \mu_i > \ldots > \mu_N \). Note that if consumer \( N \) selected \( t_N \) times, consumer \( 1 \) should have been selected at least \( \lceil (\mu_1 t_N/\mu_N) \rceil \) time but not more than \( \lceil (\mu_1 t_N/\mu_N) \rceil + 1 \). So, neglecting the rounding-off error, we get \((\mu_1/t_1) = (\mu_N/t_N) \). This argument can be extended for all \( i, j \) and hence \((\mu_i/t_i) = (\mu_j/t_j) = \lambda \) where \( \lambda \) is some constant. From this, using the same step as in the proof of Proposition 1, we get \( t_i = (\mu_i T/\mu_{\text{sum}}) \).

(ii) Note that when consumer \( i \) is selected at time \( t \), then the aggregator gets a reward \( g_i,t = f(n_i,t) \mu_i \). So, Algorithm 1 is a greedy algorithm.

Let \( n_i,\tau \) and \( \tilde{n}_i,\tau \) be the number of times consumer \( i \) selected till time \( \tau \) by the greedy algorithm and the other algorithm respectively. Also, let \( r_\tau, \tau \leq t \) and \( \tilde{r}_\tau, \tau \leq t \) be the sequence of rewards obtained by the greedy algorithm and the other algorithm. Note that the rewards here are, \( r_\tau = I\{i \text{ is selected}\} f(n_i,\tau) \mu_i \). The rewards \( \tilde{r}_\tau \) are defined similarly. Note that the reward from each consumer is a deterministic sequence with decreasing values. So, it is not difficult to observe that if \( \tilde{r}_\tau \geq r_\tau \) for some \( t \), then there exists a time index \( \tau \) such that \( \tau < t \) and \( \tau = \tilde{r}_\tau \).

Let \( J_\tau \) be the cumulative reward accrued by the greedy algorithm and let \( \tilde{J}_\tau \) be the cumulative reward accrued by any other algorithm. Then using the above argument, \( J_\tau \geq \tilde{J}_\tau \) for all \( t \). So, the greedy algorithm is optimal. \( \square \)

### B. Exponential Discount: \( f(\tau) = \beta^{\tau} \)

We consider another discount function, \( f(\tau) = \beta^{\tau} \), which decays to zero at an exponential rate. We show that the rate of decay has a significant effect on scheduling. First we characterize the optimal solution (9)-(10) with this exponential discount function.
Proposition 3. The optimal solution of the problem (9)-(10) with discount function $f(\tau) = \beta^{(\tau)}$ is

$$t^{*}_i = \frac{T}{N} + \frac{1}{\log(1/\beta)} \log \left( \frac{\mu_i}{(\prod_{j \neq i} \beta^*)^{1/N}} \right)$$  \hspace{1cm} (12)

Proof. Writing Lagrangian and using KKT conditions with $f(\tau) = \beta^{(\tau)}$, we get $\mu_i \beta^{(\tau)} = -\lambda^{*}$. Taking product w.r.t. the index $i$ and rearranging, we get $-\lambda^{*} = (\prod_{j \neq i} \beta^*)^{1/N} \beta^{T/N}$. Substituting this in the KKT condition and solving, we get,

$$\mu_i \beta^{(\tau)} = (\prod_{j \neq i} \beta^*)^{1/N} \beta^{T/N}, \forall i.$$  \hspace{1cm} (13)

The result follows.

Remark 1. When the discount function is $1/\tau$, the ratio $t^{*}_i/t^{*}_j$ is $\mu_i/\mu_j$ for any arbitrary $i, j \in \mathbb{N}$ (c.f. (11)). With an exponential discount function $\beta^{(\tau)}$, this ratio approaches 1 for large $T$, i.e. $(t^{*}_i/t^{*}_j) \to 1$ as $T \to \infty$ (c.f. (12)).

Using the part (ii) of Proposition 1, it can be shown that the greedy algorithm (Algorithm 1) is the optimal online algorithm to achieve the allocation as specified by (11).

C. Selecting Multiple Consumers: $K > 1$

When $K > 1$, it is not straightforward to write the optimization problem (3)-(5) in terms of $t_i$ as in (7)-(8) and get a closed form expression. We will address this problem in a future work.

However, it is easy to see that a greedy policy is optimum for this problem. The argument is similar to part (ii) of Proposition 2 and hence we skip the proof. The greedy algorithm will be similar to Algorithm 1 for $K = 1$. At each time $t$, aggregator will have an index $g_{i,t}$ for each consumer. Now, instead of selecting only one consumer who has the highest index, here the aggregator will select $K$ consumers with the highest indices. In section V we show the simulation results when $K > 1$.

IV. LEARNING ALGORITHM

In this section we consider the case where the aggregator doesn’t know $\mu_i$s and the observations are corrupted by noise. So, the aggregator has to learn the $\mu_i$s from the noisy observations and use this for making the scheduling decision in the next time instant. The objective of the aggregator is characterized in the optimization problem (3)-(5). Here we propose an online learning algorithm to solve this optimization problem.

The performance of an online learning algorithm is typically quantified using a metric called regret. Regret is essentially a comparison between the performance of the optimal algorithm with complete information and the performance of the learning algorithm. Here we define two types of regret, share regret and cost regret.

Let $t^{*}_i$ be the number of time consumer $i$ is selected till time $T$ by the optimal algorithm with complete information. This $t^{*}_i$ is indeed the solution of the optimization problem (9)-(10) and we have characterized the value of $t^{*}_i$ in Section III for $f(\tau) = 1/\tau$ and $f(\tau) = \beta^{(\tau)}$. Let $t_i$ be the number of times consumer $i$ is selected till time $T$ by the learning algorithm. We define the share regret $R_S(T)$ as

$$R_S(T) = \mathbb{E} \left[ \sum_{i=1}^{N} (t^{*}_i - t_i) \right]$$  \hspace{1cm} (14)

Since we are mainly interested in the net expected savings of the aggregator, we define the cost regret to characterize this quantity. Let

$$J^{*} = \sum_{i=1}^{N} \int_{\tau=1}^{t^{*}_i} f(\tau) \mu_i, \quad J = \sum_{i=1}^{N} \int_{\tau=1}^{t_i} f(\tau) \mu_i$$  \hspace{1cm} (15)

Note that, from (9)-(10), $J^{*}$ and $J$ are the expected savings for the aggregator under the optimal algorithm (Algorithm 1) and the learning algorithm respectively. We define the cost regret $R_C(T)$ as

$$R_C(T) = \mathbb{E} [ |J - J^{*}| ]$$  \hspace{1cm} (16)

In section III we characterized a closed form expression for $K = 1$ and $f(\tau) = 1/\tau$. So, here also, we restrict our attention to the same case. In Section V we show the simulation results for the case $K > 1$.

When $f(\tau) = 1/\tau$, note that

$$J - J^{*} = \sum_{i=1}^{N} \sum_{i=1}^{M} \mu_i \log \frac{t_i}{t^{*}_i}$$  \hspace{1cm} (17)

We propose an index based learning algorithm (Algorithm 2). It is similar to the deterministic algorithm (Algorithm 1) except in the form of the index. In Algorithm 1, index $g_{i,t}$ is given by $(1/n_{i,t}) \mu_i$. But, here $\mu_i$ is unknown. So, we use the index

$$g_{i,t} = \frac{1}{n_{i,t}} \left( \hat{\mu}_{i,t} + \sqrt{\frac{\log M}{(n_{i,t} + 1)}} \right).$$  \hspace{1cm} (18)

Here $\hat{\mu}_{i,t}$ sample average of the reduction form the consumer $i$ till time $t$, i.e., $\hat{\mu}_{i,t} = \left( \sum_{\tau=1}^{t} d_{i,\tau} / n_{i,t} \right)$. Thus, $\hat{\mu}_{i,t}$ is an unbiased estimate of $\mu_i$. The second term is called the ‘upper confidence term’. This form of index, sum of an unbiased estimate and an upper confidence term, is standard in the multi-armed bandit literature.

Algorithm 2 Proportional Learning Algorithm

1) Select each consumer once. Select $M$ to 2.

- Update $t \leftarrow N$, $n_{i,t} \leftarrow 1, \forall i$.
- Compute the index $g_{i,t}, \forall t, i$.

2) Select the consumer $i^* = \arg \max_{1 \leq i \leq M} g_{i,t}$.

3) Update $t \leftarrow t + 1, n_{i^*,t} \leftarrow n_{i^*,t} + 1, \text{Update } g_{i^*,t}$.

4) IF $t < T$, go to step 2. ELSE, end.

Theorem 1. Let $R_S(T)$ and $R_C(T)$ be as defined in (14) and (16) respectively. Then, with $M > 2$, Algorithm 2 achieves

$$R_S(T) \leq C_1 \left( \frac{N}{\mu_{\min}} \right)^{1/2} \sqrt{\frac{4MT \log T}{\mu_{\sum}}}$$  \hspace{1cm} (19)

$$R_C(T) \leq C_2 \left( \frac{N}{\mu_{\min}} \right)^{1/2} \sqrt{\frac{4 \log T}{T}}$$  \hspace{1cm} (20)
where $\mu_{\min} = \min_i \mu_i$ and $C_1$ and $C_2$ are constants which are independent of $N$ and $T$.

Proof. Define the events

$$E_{i,t} = \left\{ \omega : \left| \hat{\mu}_{i,t} - \mu_i \right| \leq \sqrt{\frac{M \log T}{(n_{i,t} + 1)}} \right\}$$

(21)

$$E = \bigcap_{i=1}^N \bigcap_{t=1}^T E_{i,t}$$

(22)

In the following, we will restrict ourselves to the set $E$.

Using Chernoff-Hoeffding inequality,

$$\Pr(E^c_{i,t}) \leq 2e^{-2M \log T(n_{i,t}/(n_{i,t}+1))} \leq 2e^{-M \log T}, \forall i, \forall t.$$  

Then, let $\delta := 2e^{-M \log T}$. Then,

$$\Pr(E) = 1 - \Pr(E^c) \geq (1 - NT\delta)$$

(23)

Consider an arbitrary consumer $j$ and let $t$ be the time when consumer $j$ is selected for the final time. So, $n_{j,t} = t_j - 1$. Then, on $E$,

$$g_{j,t} = \frac{1}{(n_{j,t}+1)} \left( \hat{\mu}_{j,t} + \sqrt{\frac{M \log T}{(n_{j,t} + 1)}} \right)$$

$$= \frac{1}{t_j} \left( \hat{\mu}_{j,t} + \frac{M \log T}{t_j} \right)$$

$$\leq \frac{1}{t_j} \left( \mu_j + 2 \sqrt{\frac{M \log T}{t_j}} \right).$$

(24)

We get the last inequality because (21) and since we are considering the events only in $E$.

Also, for any arbitrary consumer $i$,

$$g_{i,t} = \frac{1}{(n_{i,t}+1)} \left( \hat{\mu}_{i,t} + \sqrt{\frac{M \log T}{(n_{i,t} + 1)}} \right)$$

$$\geq \frac{\mu_i}{(n_{i,t} + 1)} \geq \frac{\mu_i}{t_i}$$

(25)

The first inequality is also due to (21).

Since consumer $j$ is selected at time $t$, its index should be the highest at that time, i.e., $g_{j,t} \geq g_{i,t}, \forall i$. So, using (24) and (25),

$$\frac{\mu_i}{t_i} \leq \frac{\mu_j}{t_j} + 2 \sqrt{\frac{M \log T}{t_j}}.$$  

(26)

Note that the above inequality is independent of the time index $t$.

Multiply both sides of (26) by $t_j$ and take summation w.r.t. the index $i$. After some manipulations we get,

$$\frac{\mu_{\sum}}{T} \leq \frac{\mu_j}{t_j} + 2 \sqrt{\frac{M \log T}{t_j}}.$$  

(27)

and rearranging,

$$t_j \leq \frac{\mu_j}{\mu_{\sum}} T + 2T \sqrt{\frac{M \log T}{t_j}}.$$  

(28)

Since $t_j^* = (\mu_j/\mu_{\sum})T$, using this in the above inequality, we get

$$t_j - t_j^* \leq \frac{2T}{\mu_{\sum}} \sqrt{\frac{M \log T}{t_j}}.$$  

(29)

Suppose that consumer $j$ selected more than its ‘fair-share’, i.e., $t_j \geq t_j^* = (\mu_j T)/\mu_{\sum}$ (otherwise, the above inequality is trivial). Using this in the right hand side of the above inequality,

$$t_j - t_j^* \leq \frac{4M(T \log T)}{\mu_j \mu_{\sum}}$$  

(30)

Now, consider another consumer $i$ who is selected less than its ‘fair-share’, i.e., $t_i \leq t_i^* = (\mu_i T)/\mu_{\sum}$. There exists another consumer $j$ who is selected more than its ‘fair-share’, i.e., $t_j \geq t_j^* = (\mu_j T)/\mu_{\sum}$. Since inequality (26) is for any arbitrary $i,j$, use the fact that $t_j \geq t_j^* = (\mu_j T)/\mu_{\sum}$ on the right hand side of (26) we get

$$\frac{\mu_i}{t_i} \leq \frac{\mu_{\sum}}{T} + \frac{4M(\mu_{\sum})^3 \log T}{(\mu_j)^3 T^3}$$  

(31)

Multiplying both sides by $T/\mu_{\sum}$ and using the fact that $t_i^* = (\mu_i T)/\mu_{\sum}$, we get

$$\frac{t_i^*}{t_i} \leq 1 + \frac{4M(\mu_{\sum}) \log T}{(\mu_j)^3 T^2}$$  

(32)

and using the fact that $t_i \leq t_i^* = (\mu_i T)/\mu_{\sum}$, this implies

$$t_i^* - t_i \leq \frac{4M(T \log T)}{\mu_j \mu_{\sum}}$$

(33)

Combining (30) nd (33), for any arbitrary consumer $j$, on the event $E$,

$$|t_j - t_j^*| \leq \frac{4M(T \log T)}{\mu_j \mu_{\sum}}$$

(34)

Now,

$$\mathbb{E} \left[ \sum_{i=1}^N |t_i - t_i^*| \right] \leq \frac{N}{(\mu_{\min})^{1/2}} \sqrt{\frac{4M \log T}{\mu_{\sum}}} \Pr(E)$$

$$+ T \Pr(E^c)$$

$$\leq \frac{N}{(\mu_{\min})^{1/2}} \sqrt{\frac{4M \log T}{\mu_{\sum}}} + \frac{N}{T M^{1/2}}$$

(35)

This is the result in (19).

In order to get (20), we do the following steps. For an ‘over-selected’ consumer $j$, from (30)

$$\frac{t_j}{t_j^*} \leq 1 + \frac{1}{t_j^*} \sqrt{\frac{4M(T \log T)}{\mu_j \mu_{\sum}}} = 1 + \frac{4M \mu_{\sum}(\log T)}{(\mu_j)^3 T}$$

which gives

$$\mu_j \log \frac{t_j}{t_j^*} \leq \frac{4M \mu_{\sum}(\log T)}{(\mu_j)^3 T}$$

(36)

For an ‘under-selected’ consumer, from (32),

$$\mu_i \log \frac{t_i^*}{t_i} \leq \frac{4M \mu_{\sum}(\log T)}{(\mu_i)^3 T}$$

(37)

Combining (36) and (37), on the event $E$ and upperbounding as in (35) we get (20).
V. SIMULATIONS

In this section we show the performance of our learning algorithm using numerical simulations. We consider a setting with the 1000 consumers, \( N = 1000 \). We assume that the mean reductions \( \mu_i \) are in the interval \([0.1, 5.1]\) and without loss of generality, consumers are ordered in the increasing order of \( \mu_i \). The noise \( w_{i,t} \) are generated according to a uniform distribution.

Figure 1 shows the share regret, \( R_S(T) \), as compared to the upper bound in equation (19). The \( y \) axis is \( \|t_i^* - t_i\|_1 = \sum_i t_i^* - t_i \) and the \( x \) axis is the time index. The blue line shows the performance of our learning algorithm, which is averaged over 40 simulation runs. The share regret increases with the time.

\[
J/J^* \quad \text{as a function of time index. Note that, as expected, the efficiency increases with time. This suggests that our algorithm works even for the case } K > 1.
\]

VI. CONCLUSION

We addressed the problem of learning consumers’ behavior from observed load reductions using the framework of multi-armed bandits. We showed that, in some cases, the optimal
scheduling policy is proportional sharing and proposed an online learning algorithm for this.

We consider this only as a starting point for designing practical and efficient algorithms for learning consumers’ behavior for demand response programs. In the future works, we will address the problem of online clustering of consumers according to their responses and use this clustering to improve the prediction. We will also include the effect of the real-time prices in the scheduling decision. Using the historical demand response data from DR aggregators to validate and improve our learning algorithms is another immediate objective.
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